Geography × Economics: Identification Strategies and the GIS “Upgrade”
PhD Intensive (Università di Genova) — 2 days — 8 sessions × 75 minutes (10 contact hours)
Format: paper-driven discussion + instructor demonstrations (maps/screenshots + short simulations). No coding labs.
Course purpose
Modern empirical work often lives or dies on (i) how treatments/exposures are defined in space, and (ii) whether identifying assumptions are plausible given spatial confounding, spillovers/interference, and measurement error. This course walks through major applied identification strategies in economics—OLS/controls, DiD/event studies, IV, geographic RD, network/market-access designs, hazards/pollution exposure, and shift-share—and for each asks: what must be true to be valid, how it is commonly invalidated, and how GIS can enable better measurement, assignment, diagnostics, and falsification.
Learning goals
Translate an identification claim into a spatial threat checklist (sorting, spillovers/interference, mismeasurement, MAUP, boundary issues, spatially correlated shocks).
Replace weak proximity proxies with defensible spatial exposure objects (buffers, kernels, catchments, travel-time sheds, signal propagation, downwind exposure, smoke/plume footprints, flood overlap/depth).
Propose GIS-enabled diagnostics and falsification tests (balance maps, placebo geometry, donut buffers, segment restrictions, robustness to alternative aggregations/CRS choices).
Practice “dig deep”: treat GIS layers as constructed objects (metadata, vintages, station density/data support, interpolation/smoothing, modeling assumptions, uncertainty).
Pre-course preparation (recommended)
Please install QGIS (free, open-source) and complete a couple of short beginner tutorials so you can comfortably follow the map-based discussions in class. You should be able to: (i) open a vector layer (shapefile/GeoPackage) and a raster (GeoTIFF), (ii) check and change the CRS/projection, (iii) make a simple buffer (e.g., 10 km around a road), (iv) perform a basic spatial join (points-in-polygons), and (v) compute a simple zonal statistic (mean raster value within polygons). Good starting points are the official QGIS Training Manual (first lessons on vectors/rasters, CRS, joins) and one short video-style intro that covers buffers and joins. Don’t worry about styling or advanced tools—just aim to recognize what these operations do and what the outputs look like.
QGIS download: https://qgis.org/en/site/forusers/download.html
QGIS Training Manual: https://docs.qgis.org/latest/en/docs/training_manual/
Assessment (lightweight)
One-page design memo due after Day 2: research question, identification strategy, GIS exposure definition, and three credibility checks (e.g., placebo geometry, spillover sensitivity, MAUP robustness, station-support restriction).
Schedule (8 sessions × 75 minutes)
	Session
	Identification focus
	GIS angle (what it enables)
	Core applied readings (classic + frontier)

	Day 1 — Session 1
	GIS foundations for applied micro
	Data types; CRS/projections; vector vs raster; geocoding; joins/overlays; common pitfalls (MAUP, edge effects, interpolation, vintages).
	Burchfield et al. (2006); Henderson et al. (2012); Engstrom, Hersh & Newhouse (2022)

	Day 1 — Session 2
	OLS/controls as baseline + spatial threats + inference
	Better controls and exposure measurement; MAUP robustness; spatial correlation as an inference problem; why “distance” is often the wrong object.
	Chay & Greenstone (2005); Henderson et al. (2012); Khachiyan et al. (2022)

	Day 1 — Session 3
	DiD/event studies with spatial treatment intensity
	Define treatment as a footprint/intensity surface; spillover rings; donut checks; pre-trends in space; comparison sets via corridors/travel sheds.
	Greenstone (2002); Faber (2014); Sarmiento, Wagner & Zaklan (2023)

	Day 1 — Session 4
	IV: build your own instrument (engineering + information + institutions)
	Least-cost/predicted placement; signal propagation; coverage maps; placebo geometry; spatial balance checks for exclusion.
	Duflo & Pande (2007); Yanagizawa-Drott (2014); Matranga & Natkhov (2025)

	Day 2 — Session 5
	Geographic RD and borders
	Signed distance-to-boundary running variable; segment restrictions; spatial sorting/balance diagnostics; interference buffers; robustness to bandwidth/segment choices.
	Holmes (1998); Dell (2010); Kendall, Beck & Antonelli (2025)

	Day 2 — Session 6
	Networks & market access (general equilibrium exposure)
	Accessibility and market-access surfaces; counterfactual networks; why topology matters; spillovers as part of treatment vs nuisance.
	Redding & Sturm (2008); Donaldson & Hornbeck (2016); Jaworski, Kitchens & Nigai (2023)

	Day 2 — Session 7
	Hazards and pollution exposure (wind, smoke, floods)
	Downwind exposure surfaces vs distance; smoke/plume footprints; flood overlap/depth bands; hazard vs exposure vs vulnerability; product robustness.
	Chay & Greenstone (2003); Deryugina et al. (2019); Borgschulte, Molitor & Zou (2024)

	Day 2 — Session 8
	Shift-share + interference + “dig deep” on weights/support
	Define exposure on commuting/travel sheds; map weights/leverage; diagnose spillovers; restrict to credible data support; compare alternative layers.
	Blanchard & Katz (1992); Bonfiglioli et al. (2025); Josephson et al. (2026)
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